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Outline
• Brief introduction 

• Short gamma-ray burst (sGRB) jet 
structure inference via joint analysis 
with gravitational wave observations 

• Inferring kilonova parameters 
including BNS merger time 

• Additional collaborations presented in 
talks by  
- En-Tzu Lin: X-ray afterglow joint analysis 
- Surojit Saha: autoencoders for kilonova  

                     light curves
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Relativistic MHD Simulation of Jets in GRBs 5

Fig. 1.— Lorentz factor map and density distribution (in units
of g cm�3) of four scenarios (with di↵erent �tjet) when the jet
material has been ejected for a period of 0.5 s. Blue lines depict
the magnetic field lines on the X-Y plane. The unit scale for X and
Y axis is 107 cm.

Fig. 2.— The relation between the breakout time of the jet and
�tjet for our simulation results. The shadow area shows the an-
alytic results when the jet head velocity is in the range of 0.3-0.4
c.

tured jet with an angle-dependent energy and Lorentz
factor is formed after breakout. The angular distribu-
tion of �̄�̄ and dE/d⌦ show that for a relatively small
�t

jet

, the ejecta along the direction of ✓v greater than ✓j
is dominated by the jet itself in a low-luminosity, low-�
wing. For a relatively large �t

jet

, e.g. 0.5 s and longer,
the large viewing angle direction is dominated by a mildly
relativistic cocoon.
Our results suggest that the observed ⇠ 1.7 s delay be-

tween GRB 170817A and the merger time of GW170817
could be explained by either synchrotron scenario with
a negligible �t

jet

or the photosphere scenario with a rel-
atively large �t

jet

. Whether the line-of-sight emission
is from the wing of a structured jet or the cocoon ma-
terial depends on �t

jet

. The data of GW170817/GRB
170817A cannot di↵erentiate between the two scenarios.

Fig. 3.— The angular distribution of �̄�̄ of the outflow for the
four cases after the jet escapes from the outer edge of the ejecta.
The position of initial ✓j is marked by the vertical dashed line.

Fig. 4.— The angular distribution of the total energy per solid
angle of the outflow for the four cases.

However, future more GW/GRB associations for NS-NS
mergers can help to solve the problem. In particular,
the synchrotron scenario requires that the observed de-
lay time scale is comparable to the duration of the burst,
while the cocoon scenario interprets the delay time scale
and duration with di↵erent mechanisms so that the two
time scales can be in principle very di↵erent. Accurate
constraints on the jet components and emission radius
(e.g., Matsumoto et al. 2019) provide another way to
discriminate these two scenarios.
In contrast with the simulations of a pure hydrody-

namic jet (� = 0, e.g., Lazzati et al. 2017; Xie et al. 2018)
or a Poynting-flux dominated jet (� � 1, e.g., Bromberg
et al. 2018), we have focused on the hot, magnetic jet
with � ⇠ 1 in this work. A more realistic investigation
on the jet structure should include both the jet launching
mechanism (Kathirgamaraju et al. 2019), the energy dis-
sipation within the jet and its propagation in the ejecta.
Furthermore, radiation transfer should be properly im-
plemented in RMHD simulations to directly relate jet
simulations to GRB prompt emission. All these will be
considered in further studies.

We thank the anonymous referee for valuable sug-

Geng et al., ApJL 2019



Multi-messenger astronomy with GW170818
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Figure 2. Timeline of the discovery of GW170817, GRB 170817A, SSS17a/AT 2017gfo, and the follow-up observations are shown by messenger and wavelength
relative to the time tc of the gravitational-wave event. Two types of information are shown for each band/messenger. First, the shaded dashes represent the times when
information was reported in a GCN Circular. The names of the relevant instruments, facilities, or observing teams are collected at the beginning of the row. Second,
representative observations (see Table 1) in each band are shown as solid circles with their areas approximately scaled by brightness; the solid lines indicate when the
source was detectable by at least one telescope. Magnification insets give a picture of the first detections in the gravitational-wave, gamma-ray, optical, X-ray, and
radio bands. They are respectively illustrated by the combined spectrogram of the signals received by LIGO-Hanford and LIGO-Livingston (see Section 2.1), the
Fermi-GBM and INTEGRAL/SPI-ACS lightcurves matched in time resolution and phase (see Section 2.2), 1 5×1 5 postage stamps extracted from the initial six
observations of SSS17a/AT 2017gfo and four early spectra taken with the SALT (at tc+1.2 days; Buckley et al. 2017; McCully et al. 2017b), ESO-NTT (at
tc+1.4 days; Smartt et al. 2017), the SOAR 4 m telescope (at tc+1.4 days; Nicholl et al. 2017d), and ESO-VLT-XShooter (at tc+2.4 days; Smartt et al. 2017) as
described in Section 2.3, and the first X-ray and radio detections of the same source by Chandra (see Section 3.3) and JVLA (see Section 3.4). In order to show
representative spectral energy distributions, each spectrum is normalized to its maximum and shifted arbitrarily along the linear y-axis (no absolute scale). The high
background in the SALT spectrum below 4500Å prevents the identification of spectral features in this band (for details McCully et al. 2017b).

4

The Astrophysical Journal Letters, 848:L12 (59pp), 2017 October 20 Abbott et al.

Abbott et al., ApJL 848(1) 2017
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FIG. 1: Joint and marginalised posterior distributions on the dis-
tance and cosine inclination for a GW analysis and a joint sGRB-
GW analysis. The example shown here is for a source at d = 302
Mpc, cos ◆ = �0.99, ✓jet = 14.44�, Liso = 5 ⇥ 1049 erg. The dis-
tance and cos ◆ values are indicated on the figure by an asterisk. The
corresponding GW signal-to-noise ratio is 15.88. Vertical lines in
the marginalised posterior plots indicate the true simulated values.
The restrictions imposed by the sGRB jet half opening angle (verti-
cal dash-dotted lines) cause significant reduction in the distance and
inclination angle uncertainties.

distributions. The joint sGRB-GW analysis allows us to ap-
ply jet half opening angle priors which constrain the inclina-
tion angle and consequently significantly improves the dis-
tance estimate. The combined sGRB-GW posterior shown in
Fig. 1 are produced by applying Eqs. 2-5 and are not obtained
by the direct application of a threshold on the half opening an-
gle posterior. For this particular case study, the 95% credible
intervals for distance and cos ◆ are improved by factors of ⇠
2.5 and 8, respectively.

In Fig. 2 we show the marginalized probability density on
the sGRB isotropic luminosity in our case study for 2 di↵er-
ent scenarios. The first is the luminosity posterior assuming
a joint sGRB-GW detection where we have marginalised all
parameters excluding the luminosity using Eq. 6. The second
curve is the posterior obtained using only an sGRB detection
together with a correctly identified host galaxy at the true dis-
tance d0. In this case the distance is then assumed known and
the corresponding luminosity posterior is given by

p(Liso|S, d=d0, I) /
"

p(S|�,�, I)p(�,� |I)�(d� d0) d�d�.

(7)
In this case study the 95% credible intervals show that the joint
sGRB-GW luminosity estimation is comparable with that of
the sGRB-host galaxy observation.

Currently, isotropic luminosity estimates for sGRBs rely on
obtaining redshift measurements of their assumed host galax-
ies. Only ⇠ 30% of all detected sGRB have an identified host
galaxy [34] ([29]), while all sGRBs observed in conjunction
with GW counterparts will have a distance estimate directly
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FIG. 2: The marginalized probability density on sGRB isotropic lu-
minosity for our case study. The bold red curve shows the result for a
joint sGRB-GW observation and the thin blue curve shows the result
for an sGRB observation with an identified host galaxy and corre-
sponding exactly known distance. The vertical red and black dash-
dotted lines represent the the 95% credible regions for each case re-
spectively. The blue dashed curve shows the assumed prior for both
cases (given by Eq. 5). The simulated value of isotropic luminosity
is indicated by the vertical magenta dash-dotted line.

from the GW observation. For sGRBs with identified host
galaxies, the flux measurement uncertainty contributes to the
spread in the isotropic luminosity posterior. For an sGRB-
GW observation, all additional posterior width is due to the
uncertainty remaining in the distance after the degeneracy be-
tween inclination angle and distance has been constrained by
the joint sGRB-GW detection.

We examine the e↵ectiveness of our proposed joint sGRB-
GW analysis by examining the posterior credible intervals for
the inferred source distance and sGRB isotropic luminosity
using 1000 simulated signals as described previously.

In Fig. 3, we compare the 95% credible intervals on the dis-
tance posterior distributions obtained using joint sGRB-GW
observations with those obtained for GW observations alone.
Observing a sGRB in conjunction with a GW provides an ad-
ditional constraints on the inclination angle which reduces the
uncertainty in the source distance estimation. The 95% cred-
ible regions can be as much as ⇠ 10 times smaller for joint
sGRB-GW analyses. In general, however, the median ratio is
0.65. The fiducial detection threshold for ground based detec-
tors is signal-to-noise ratio (SNR) ⇠12 and if we restrict our
analysis to only consider signals above this value then we find
that the distance uncertainty reduction has a narrower range
and shifts to lower values with a median ratio of 0.45. The
fact that it is most likely that a joint sGRB-GW observation
will occur close to the horizon distance of the GW detector
network is already accounted for in the distance prior. How-

Joint GW-GRB inference

Simulation:
d = 302 Mpc, 
cosι = −0.99, 
θjet = 14.44◦, 
Liso = 5 × 1049 erg
 
GW SNR = 16
σFɣ = 0.3 Fɣ

Fan, Messenger & Heng PRL (2017) arXiv:1706.05639

• We previously showed that, for joint short GRB-BNS detection, we can 
obtain the short GRB intrinsic luminosity using GW information: Fan, 
Messenger & Heng PRL (2017) arXiv:1706.05639 

• We have also demonstrated that the short GRB luminosity function can be 
accurately determined from a population of joint short GRB-GW 
observations of BNS mergers10

(a) ↵

(b) �

(c) logL⇤ � 1049ergs�1

Fig. 4.— Plots of the 68% (Green) and 95% (Blue) confidence
intervals for the three hyper-parameters of the broken power-law
for 1 - 100 events. The broken line marks the true value for each
parameter.

ble to infer the beamed luminosity more e↵ectively, this
study therefore used the beamed luminosity to define
the luminosity distribution. In previous studies such as
Wanderman and Piran Wanderman & Piran (2015) the
isotropic luminosity was used, the e↵ect of this di↵er-
ence was tested in section 4.2. As expected the values of
the minimum and characteristic luminosities were over-
estimated, however, the values of ↵ and � were e↵ected
less by this change. It may be possible to use results
from previous studies as priors for the exponents, but a
more comprehensive study of the e↵ects of this change
of model is needed before this can be done.
As seen in section 4.3 selection e↵ects are important

in this analysis. The application of a lower cut on the
observed flux, lead to an over-estimate of the minimum
luminosity, as may be expected. This is not the only
selection e↵ect to be taken into account, GW observation
have a lower limit on the sound to noise ratio (SNR). The
SNR decreases with increased distance and inclination
angle. The e↵ect of the inclination angle will be reduced
as combined observations select for on-axis events, but
the e↵ect of distance on the SNR will need to be taken
into account in the future.
The use of sampling and KDE in this analysis are ap-

proximations. These are used to make the analysis com-
putationally viable, but cannot be overlooked as sources
of error. The use of KDE is currently the most com-
putationally expensive process, any improvement in this
would allow for a larger number of samples to be used in
the KDE, improving the approximated distribution.
In this analysis only the peak flux of the sGRB was

included. In the future the spectral information of the
sGRB could be included, along with observations of any
related EM transients such as the kilonova or X-ray after-
glow. This would allow better constraints on the distance
to the source as a redshift could be observed, as well as
giving information on the orientation of the progenitor.
The observation of GW170817 revealed the progenitor

of sGRB, however it also raised questions. The event
was seen to be far less luminous than expected from an
sGRB. This could be explained through a more complex
jet structure or by a new population of sub-luminous
sGRB. Testing these models will be an important next
step in the investigation of BNS mergers. This could be
done using a similar analysis to the one presented in this
paper. By changing the sampler used to one capable of
calculating the Bayesian evidence, such as nested sam-
pling, these models could be compared, possibly giving
insight into the mechanisms powering these systems.
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Inferring sGRB jet structure
• We can combine the information from 

population of GW observations of BNS 
with the corresponding GRB observation 
to see to investigate the GRB jet structure 

• To demonstrate this, we consider two 
observed structured jet models: 
- Gaussian jet (GL) 
- Power law (PL) 

• We simulate a BNS merger population 
and draw their corresponding GRB 
luminosities based on the assumed jet 
structure model 

• Details of hierarchal Bayesian analysis  
in F. Hayes et al., ApJ 891 (2020)
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GRB Jet Structures The Model Results Appendix

‘Jet structuring’ is the angular distribution of jet energy

Abbott, Benjamin P., et al. ApJL 848.2 (2017): L13.

Gaussian

Power law



Jet structure models
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GRB Jet Structures The Model Results Appendix

A Gaussian jet GJ is parameterised by width ✓
w

y(✓) = e

� 1
2 (

✓
✓w

)
2

.

Zhang, Bing, and Peter Meszaros. ApJ 571.2 (2002): 876.

Oganesyan, Gor, et al. arXiv:1904.08786 (2019).

G1901190 5/29

GRB Jet Structures The Model Results Appendix

A power-law jet PL is parameterised by angles

✓
in

and ✓
out

y(✓) =

8
>><

>>:

1 if 0  ✓  ✓

in

,

⇣
✓

✓in

⌘�k

if ✓
in

< ✓  ✓

out

,

0 if ✓
out

< ✓.

Fix k = 2 for this analysis.

Zhang, Bing, and Peter Meszaros. ApJ 571.2 (2002): 876.

Oganesyan, Gor, et al. arXiv:1904.08786 (2019).

θw θin
θout



Bayesian model selection
• Bayes’ theorem where for desired model, MA, and some 

observational data, D, we have 

• The posterior probability represents the state of our knowledge of 
the model (“the truth”) in light of our observed data 

• If we have a competing model or hypothesis, we use the ratio of the 
posterior probabilities for each model 

• If Bayes factor > 1, MA is preferred. If Bayes factor < 1, MB is 
preferred 
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posterior
likelihood prior

evidence

p(MA|D, I) =
p(D|MA, I)⇥ p(MA|I)

p(D|I)

p(MA|D, I)

p(MB |D, I)
=

p(MA|I)
p(MB |I)

⇥ p(D|MA, I)

p(D|MB , I)
prior odds Bayes factor



Model comparison
• We calculate the Bayes factor for two datasets, each with 100 BNS detections 

• Dataset DGJ - universe of sGRBs with Gaussian jet structures  
• Dataset DPL - universe of sGRBs with power-law jet structures 
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GRB Jet Structures The Model Results Appendix

D
GJ

and D
PL

can be distinguished

log Bayes factor = ln

p(M = PL|D)

p(M = GJ |D)

.

F. Hayes et al., ApJ 891 (2020)

Events = BNS detections 
where sGRB observations 
were also possible but 
sGRB detection not 
necessary



Parameter estimation
• We can also estimate the jet structure parameters using the correct model
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GRB Jet Structures The Model Results Appendix

Posteriors on ✓
M

found through MCMC methods

For N events of f = {f1

, ..., f

N} and h = {h1, ..., hN} the
posteriors on ✓

M

are:

p(✓
M

|f ,h) /
NY

i=1

2

64
Z likelihoodz }| {

L(f i

, h

i|✓i
v

, r

i

, y, ✏

i

0, ✓M )

priorsz }| {
p(✓

M

)p(✏i0) d✏
i

0

3

75 .

F. Hayes et al., ApJ 891 (2020)

Events = BNS detections 
where sGRB observations 
were also possible but 
sGRB detection not 
necessary



• We can also estimate the jet structure parameters using the correct model

Parameter estimation
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GRB Jet Structures The Model Results Appendix

Posteriors on ✓
M

found through MCMC methods

For N events of f = {f1

, ..., f

N} and h = {h1, ..., hN} the
posteriors on ✓

M

are:

p(✓
M

|f ,h) /
NY

i=1

2

64
Z likelihoodz }| {

L(f i

, h

i|✓i
v

, r

i

, y, ✏

i

0, ✓M )

priorsz }| {
p(✓

M

)p(✏i0) d✏
i

0

3

75 .

F. Hayes et al., ApJ 891 (2020)

Events = BNS detections 
where sGRB observations 
were also possible but 
sGRB detection not 
necessary



Rates-based inference
• Gravitational wave observations have provided us with an estimate 

of the rate of BNS and NSBH mergers. 
• Can we combine these rates with the rate of sGRBs to learn about 

the jet structure? 
- Selection effects are included when calculating BNS and NSBH rates from 

GW observations 
- Selection effects for sGRB rate are a little tricky since it is also a function of 

the jet structure 
• Previous work assuming top-hat jets: Williams et al., ApJ 858 (2018) 
• For structured jets, we base our analysis on the formalism laid out 

by K. Mogushi et al., ApJ 880 (2019)  
• We construct a likelihood which is a Poisson distribution with the 

number of observed sGRBs, Nobs, as the distribution mean 
• Aim to evaluate Bayes factor comparing different jet structure 

models; can also obtain jet structure model parameters
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Rates-based inference
• The number of observed sGRBs is related to a redshift dependant sGRB 

rate RGRB(z) by 

• The effect of the jet structure enters via a luminosity  
threshold used to determine detection 

• Also, 

• where ϵBNS is fraction of BNS mergers that produce  
a GRB and similarly for eNSBH 
- assume ϵBNS = 1, ϵNSBH is unknown (typically 0.1-0.3)  

• BNS/NSBH rates taken from GWTC-1
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where N (z, cos ✓, L) is the sGRB number density over redshift z, viewing angle ✓ and
intrinsic luminosity L. Similarly to [1], we assume that the dependence of N on z can be
separated by the co-moving volume and some redshift dependent GRB rate RGRB(z) defined
so that RGRB(0) = 1 and R0 is the sGRB rate at z = 0. The sGRBs are also assumed to be
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Bounds on the redshift and luminosity have been added to constrain the integral, where
zmax, Lmin and Lmax can be set from observations.

The e↵ect of the jet structure comes through in the luminosity threshold Lth(✓M , z, cos ✓):

Lth(✓M , z, cos ✓) = 4⇡dL(z)k(z)Fmin
yM,0

yM(✓)
, (15)

where yM(✓) is the jet structure given model M and parameters ✓M .
Now N is just the normalised luminosity function of sGRBs which can be determined

from fitting a luminosity function model with the fluxes of observed cosmological sGRBs
with known redshifts and scaling this with distance to account for the detector limitations:
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luminosity function parameters.
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where S samples have been sampled from p(z, cos ✓, L). This can be written:
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N(z,cosθ,L): sGRB number density  
z: redshift  
θ: viewing angle  
L: intrinsic luminosity 
Lth: luminosity threshold 
RGRB(z): normailised sGRB rate  

where RGRB(0) = 1 
R0: sGRB rate at z = 0 
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R0 = ✏BNSRBNS + ✏NSBHRNSBH



Rates-based inference
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• Test case with simulated number of observed sGRBs for validation

Gaussian jet structure where 
θc is the width of the gaussian 

• Jet structure function and rates 
used to simulate the number of 
observed sGRBs 

• This simulated value is 
combined with GW priors on 
BNS and NSBH rates to obtain 
parameter posteriors

ϵNSBH

ϵ N
SB

H



Rates-based inference
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• Test case with simulated number of observed sGRBs for validation

Power law jet structure where 
θc is the width of the core and 
s is the slope of the power law

• Currently calculating Bayes 
factors for model comparison 

• Also considering other jet 
structure models (double 
Gaussian)

ϵ N
SB

H

ϵNSBH



Kilonovae
• We expect a number of BNS to be 

subthreshold (edge-on) or single 
detector events - an associated EM 
counterpart could confirm one of 
these detections as an event. 

• We expect a number of untriggered 
kilonova detections associated with 
such subthreshold or one detector 
events. (Setzer et al., 2019)  

• Depth and field of view of LSST 
searches make it ideal for 
serendipitous kilonova discoveries 
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Villar et al., 2017

Vera Rubin Observatory
credit: lsst.org

L. Datrier et al., in prep.

http://lsst.org


Methdology
• We use the 2017 Kasen models to simulated observed light curves, 

and try to recover model parameters for varying cadences 
• Two components (red, blue) with 3 ejecta parameters each: 

- Ejecta velocity 
- Ejecta mass 
- Lanthanide fraction 

• 1 magnitude uncertainty on models 
• Models on evaluated on a grid - expanded with Gaussian Process 

Regression. 
• Simulate apparent magnitude for different types of kilonovae from 

time resolved spectra, focusing at g,r,i bands 
• Use LSST single exposure magnitude limits to determine when light 

curve is no longer detectable 
• Consider different cadences and observing start times (time of first 

observation in days most-merger)
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Incomplete 
kilonova light 

curves

Full parameter 
estimation 

using models

Recover ejecta 
parameters 

and t0

L. Datrier et al., in prep.



Test with AT2017gfo
• Full parameter estimation on truncated AT 2017 gfo light curves for 

g,r,i DECam data. 
• Start of observations t = 1.45 days after merger 
• Recovered t =                days
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NASA/ESA
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Kasen 2017 model parameters inferred from 
simulated AT2017gfo light curves

L. Datrier et al., in prep.
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DL= 200Mpc
Model uncertainty = 1 magnitude
Observations start 2 days post merger (t0)
4 day cadence
Recovered t =               days  

L. Datrier et al., in prep.
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DL= 200Mpc
Model uncertainty = 1 magnitude
Observations start 2 days post merger (t0)
2 day cadence
Recovered t =                 days 

L. Datrier et al., in prep.
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DL= 200Mpc
Model uncertainty = 0.2 magnitude
Observations start 2 days post merger (t0)
2 day cadence
Recovered t =                days   

L. Datrier et al., in prep.



Summary
• Multi-messenger analysis of joint observations can uncover 

astrophysical insight which may not be accessible otherwise 
- population of GRB-GW observations will allow us to probe jet strucure 
- joint analysis of GRB, GW, X-ray,… observations will improve parameter 

estimation for individual events 

• Kilonova model uncertainties have a significant impact on the 
ability to determine the merger time 
- Other factors include number of observing bands, kilonova brightness,… 

• Multi-messenger analysis can also improve inference on distance, 
inclination,… and lead to better interpretation (eg. cosmology)
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