
ZDC Simulation 
with ML

Wen-Chen Chang

2025/1/9

* Date:  Jan 9 (Thursday), 2025

* Time:  11:00-12:00 AM at Taiwan (GMT+8)

* Zoom link:

https://cern.zoom.us/j/66342263280?pwd=DBemHUOnO6QIiQy
U5y2WbeaEaBGcyT.1

https://cern.zoom.us/j/66342263280?pwd=DBemHUOnO6QIiQyU5y2WbeaEaBGcyT.1


Current Participants

郭家銘（中央）

林伯儒（中央）

呂昀儒（中研院）

周欣毅（中研院）

謝佳諭（中研院）

姚錫泓（中研院）

陳煒炫 Alan（卓越領航計畫、中研院）

林志勳（中研院）

章文箴（中研院）

2



CaloChallenge 2022: A Community 
Challenge for Fast Calorimeter Simulation
https://arxiv.org/abs/2410.21611
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Metrics (Sec. 8)

1. High-level Features (Histograms)

2. Pearson Correlation Coefficient (PCC)

3. Classifier-based Metrics

4. Computer Science-inspired Metrics

5. Manifold-based Metrics

6. Generation Timings

7. Memory Requirements
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Classifier-based Metrics

Classifiers offer a way to perform a two-sample test 
that is sensitive to the full distribution, including 
correlations between features. 

Here we focus on two different classifier tests. The 
first one, a binary classification task, compares each 
submission with the Geant4 test set. The second one, 
a multiclass classification task, compares all 
submissions with each other. For each, we consider 
two different neural network architectures.
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Binary classification

The binary classification test evaluates how well the 
underlying distribution was learned and therefore how 
close the generated distribution is to the reference. It 
relies on the Neyman-Pearson Lemma, stating that the 
most powerful classifier to distinguish two samples is 
their likelihood ratio. 

If a well-trained classifier is unable to distinguish 
submitted samples from the Geant4 test set, we 
conclude that the submission replicates the Geant4 
distribution well. The result of this test, however, 
depends on the preprocessing that was applied to the 
data.
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Binary classification
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Binary classification: 
Figure of  merit AUC

8https://zh.wikipedia.org/zh-tw/ROC%E6%9B%B2%E7%BA%BF

https://zh.wikipedia.org/zh-tw/ROC%E6%9B%B2%E7%BA%BF


Binary classification
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Moving on to classifier-based metrics, we find the AUCs 
of high- and low-level observables in figure 52 (and table 
C8). Here we observe several things. First, the AUC for 
separating the training and test Geant4 samples is larger 
than the expected value of 0.5. This is due to the fact 
that two slightly different versions of the ATLAS software 
were used due to technical problems in generating high 
statistics with the old version used for the ATLAS internal 
training. The differences were expected and deemed 
small enough to be irrelevant for physics applications. 
The AUC from the generative models will have this value 
as the maximum achievable separation instead of the 
usual 0.5. 
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Second, we see very low AUCs for CaloDiffusion, 
which was already indicated by the separation 
powers of the observables before. 

Third, we see a low AUC for DNNCaloSim in the low-
level observables which is, however, not reflected in 
the AUC of the high-level observables. This latter fact 
also correlates with the separation powers seen 
before. Other than that, we see overall good scores 
from diffusion and normalizing flow-based models, 
whereas GAN and VAE-based models show AUCs 
worse than 0.9.
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Multiclass classification

With the multiclass classification setup, we try to 
assess which of the submissions is closest to Geant4. 
The method was introduced in [193] in the context of 
comparing hydrodynamical galaxy simulations, and 
subsequently applied to high-energy physics 
scenarios in [31, 194]. It relies on training a single 
classifier with cross entropy loss on the task 
“submission 1 vs. submission 2 vs. . . . vs. submission 
n”.

When evaluating the trained classifier on a Geant4-
based test set, we can read off which submission the 
Geant4 sample is closest to.
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Multiclass classification
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arXiv:2412.12346
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HEXPLIT algorithm
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