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Overview

• Focus on improving the performance of GAN-CNN
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Introduction
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Recap: Training result
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We have 4 losses and 
corresponding to different 
parameters.

The training use 4000 events and 
the test use 1000 events in this 
test run. 

1000 steps = 500 epochs have 
been used.



Recap: Training result
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Hyperparameters in the ML training 
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• Learning rate scheduler: a function which dynamically adjusts the learning rate over the training. The learning rate cycles 
through these bounds in a triangular or exponential pattern, which helps the model escape local minima and converge 
faster.

• Here we use ”CyclicLR”



Hyperparameters in the ML training 

2025/05/15 ZDC Internal 7

• We have tried different combination of hypermeters,
in order to stabilise the loss function.

Name CNN Label ratio Training 
ratio

CyclicLR
setting

epochs

Default default 0.73:0.27 1:1 default 100

Test 1 simplified 0.73:0.27 1:1 default 100

Test 2 simplified 0.8:0.2 1:1 default 150

Test 3 simplified 0.8:0.2 1:1 deduced 150

Test 4 simplified 0.7:0.3 1:1 asymmetry 150

Test 5 simplified 0.65:0.35 1:3 asymmetry 150

Test 6 simplified 0.6:0.4 1:3 asymmetry 150

CyclicLR: default CyclicLR: reduced

CyclicLR: asymmetry



Hyperparameters in the ML training 

2025/05/15 ZDC Internal 8

• We have tried different combination of hypermeters,
in order to stabilise the loss function.

CNN: default (example) CNN: simplified (example)



Hyperparameters in the ML training 
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lossGEN



Hyperparameters in the ML training 
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lossDIS



Hyperparameters in the ML training 
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Test 2 Test 3



Hyperparameters in the ML training 
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Test 4 Test 6



Test result from Test 9 model
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On-going items
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• We can see that the model learn more from the background noise rather than the MC samples. We have to 

improve the masking by changing the weighting and bias.

• Also, as the training is optimizing the sum of lossMASK, lossVAL and lossGEN, we have to add weighting into 

lossMASK and lossVAL to affect the combination (in order to change the learning dynamics).

• Balancing the GAN (Generator vs Discriminator): 

• Training ratio back to 1:1

• Add dropout layers in the CNN

• Label ratio back to 0.7:0.3



Summary
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• We improved the GAN dynamics, but the model didn’t generate a MC-like 

images.

• We have to improve the structure of CNN to affect the learning dynamics, in 

order to train a model which can learn the MC-like events rather than 

background noise. 


