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Introduction
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Network structure
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Hidden dim = 32 (i.e. 32 neurons in each hidden layers)
Add layers into the default structure: “Extended 2”

Default

Extended 2



Definition of loss
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Originally we add up loss_mask, loss_val and loss_gen; also calculate the loss_dis separately.
Now we removed the GAN part so we only use the sum of loss_mask and loss_val to train the regression model.

Also here we didn’t add any weighting to keep the
baseline clear for the upcoming test.

The loss function become stable at the early state.
However, the changes in the image itself is interesting.



Test result (image)
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Besides the image itself, we have 2 histogram to study the model.

Epoch = 1



Test result (image)
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Test result (hist: MC v GEN cell energy)
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Test result (hist: MC v GEN cell energy)
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What do we learn from these plots
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• We can see that the model is trying to 
balance the MC-mimicking and the mask 
range from the hist.

• Which is very clear if we overlay the hist.



Summary
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• We separated the GAN from the algorithm and now focusing on the training of 

the regression.

• By checking the image and corresponding histogram, we can see the 

improvement along the training.

• Now we are training with the same set of parameters with 300 epochs.

• Then we can consider to add weighting to the sum of losses. 


