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Overview

• Focus on improving the performance of GAN-CNN
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Introduction
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Recap: Training result
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We have 4 losses and 
corresponding to different 
parameters.

The training use 4000 events and 
the test use 1000 events in this 
test run. 

1000 steps = 500 epochs have 
been used.



Recap: Training result

2025/06/05 ZDC ML 5



Hyperparameters in the ML training 
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• Learning rate scheduler: a function which dynamically adjusts the learning rate over the training. The learning rate cycles 
through these bounds in a triangular or exponential pattern, which helps the model escape local minima and converge 
faster.

• Here we use ”CyclicLR”



Hyperparameters in the ML training 
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• We have tried different combination of hypermeters, 
in order to stabilise the loss function.

Name CNN Label ratio Training 
ratio

CyclicLR
setting

epochs

Default default 0.73:0.27 1:1 default 100

Test 1 simplified 0.73:0.27 1:1 default 100

Test 2 simplified 0.8:0.2 1:1 default 150

Test 3 simplified 0.8:0.2 1:1 deduced 150

Test 4 simplified 0.7:0.3 1:1 asymmetry 150

Test 5 simplified 0.65:0.35 1:3 asymmetry 150

Test 6 simplified 0.6:0.4 1:3 asymmetry 150

CyclicLR: default CyclicLR: reduced

CyclicLR: asymmetry



Hyperparameters in the ML training 
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• We have tried different combination of hypermeters, 
in order to stabilise the loss function.

CNN: default (example) CNN: simplified (example)



Hyperparameters in the ML training 

2025/06/05 ZDC ML 9

lossGEN



Hyperparameters in the ML training 
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lossDIS



Hyperparameters in the ML training 
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Test 2 Test 3



Hyperparameters in the ML training 
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Test 4 Test 6



Test result from Test 6 model
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Hyperparameters (II)
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• We have tried more different combination of hypermeters but still can’t fix the generated image.

• Most recent attempt: Extend the hidden dim (Number of neurons) of the network with dropout layers 

with dropout rate = 10%.

• Also, bring the label ratio into 0.8:0.2; using default CNN structure.



Hyperparameters in the ML training 
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lossGEN



Hyperparameters in the ML training 
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lossDIS



Hyperparameters in the ML training 
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Test 18 Test 18_02



Test result (Gen)
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Default

Test 6

Test 18

Test 18_02

• Looks like we fixed the image in GEN, but still worse than the default image.



Test result (Sim)
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Default

Test 6

Test 18

Test 18_02

• Looks like we have a better MASK iamge compare to test 6, and more spots in GEN compare to default.



Summary & Outlook
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• Looks like the default structure give the best image in GEN so far, but the discriminator need more adjustment.

• We start from there and fine-tuned the hyperparameters and eventually have a model that always give ideal lossGEN and 

lossDIS.

• However, the generated image become noise-like, doesn’t looks like the MC image at all.

• Although the most recent attempt can somehow bring it back but we don’t have that much computing resource to extend 

the network further.

• We can either:

• Figure out a way to extend the network further without using up the computing resource

• Keep tuning the hyperparameter to optimize the model and give a reasonable resolution in the generator with a

reliable discriminator

• Go back to the default setting and find a new direction to optimize the model


