
17

Source of error Size

Statistical 0.013

Continuum extrapolation 0.016

Higher-twist 0.025

Excited-state contamination 0.002

Unphysical m⇡ 0.014

Fit range 0.002

Running coupling 0.008

Total (exc. quenching) 0.036

TABLE II. The error budget for the computation of the second Mellin moment h⇠
2
i using the HOPE method, with the data

processed in the time-momentum representation.

• The global fit contains a ⇤QCD/m term to account for the twist-3 contribution. In principle, higher-twist
contributions are also present. To estimate such systematic e↵ects, one could add a ⇤QCD/m

2
 term to the

global fit in Eq. (42). This changes the fit result to h⇠
2
i = 0.185± 0.017 which has a central value di↵ering from

that of the primary procedure by 0.025. This is taken to be the systematic uncertainty from higher twist e↵ects.

• As explained in Sec. V A, at small values of ⌧ = ⌧m � ⌧e, the data are contaminated with uncontrolled lattice
artifacts. The primary fit omits the ⌧/a = 0, 1, and 2 points, where such e↵ects are the most significant and
result in unacceptable �

2 values in the fits. To analyse errors arising from the placement of this cut, one can
exclude ⌧/a = 3 from the fits, which gives a modified result of h⇠

2
i = 0.208 ± 0.014 and therefore a small

systematic uncertainty from the di↵erence in central values of 0.002.

• The Wilson coe�cients CW are calculated in perturbation theory, and in this analysis, they are only computed
to 1-loop order. As an estimate of the magnitude of higher-loop corrections, one can perform this analysis at
a larger renormalization scale of µ = 4 GeV and then run back to µ = 2 GeV using Eq. (4). Such a procedure
results in h⇠

2
i(µ = 4 GeV) = 0.216 ± 0.012, which evolves to h⇠

2
i(µ = 2 GeV) = 0.218 ± 0.014, giving a

systematic uncertainty of 0.008 from the change in central value.

The above procedure for estimating systematic e↵ects leads to a final value of h⇠
2
i(µ = 2 GeV) = 0.210±0.013 (stat.)±

0.034 (sys.), which can be combined in quadrature to give h⇠
2
i(µ = 2 GeV) = 0.210 ± 0.036 (total, exc. quenching).

The above error estimates are summarized in Table II.

The dominant sources of uncertainty are from the continuum and higher-twist extrapolations. In principle, both these
extrapolations can be better controlled by including finer lattice spacings, which would also allow the inclusion of
larger heavy-quark masses. However, computations at finer lattices are expensive and therefore beyond the scope of
this preliminary work. The error from quenching is formally uncontrollable, although empirically it is a 10–20% e↵ect
in many calculations. To perform a precise comparison of this result to dynamical calculations would require redoing
these calculations on dynamical ensembles.

C. Determination of f⇡

The previous two subsections describe the determination of the second moment of the pion LCDA using the time-
momentum analysis procedure. To check the validity of the HOPE strategy, it is worth noting that the pion decay
constant f⇡ is computed as a byproduct of this analysis. As is clear in the OPE formula, Eq. (21), f⇡ is an overall
normalization factor for the hadronic amplitude V

µ⌫ .

One can extrapolate the f⇡ values computed at various heavy quark masses on the four ensembles to the continuum
using the same procedure as for the extrapolation of h⇠

2
i, giving a global fit value of 161 ± 2 MeV after removal

of lattice discretization and higher-twist e↵ects, where the error reflects statistical uncertainties only. It should be
noted that this measurement su↵ers from not only the systematic errors mentioned in the previous subsection but


