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FIG. 11. The values of h⇠
2
i(a,m ) at the gauge couplings and heavy quark masses listed in Table I, plotted as a function of

a
2 with the heavier masses at each lattice spacing displaced slightly to the right for visual clarity. The black star at a

2 = 0
represents the extrapolated value from the fit to Eq. (42).

spacing of a = 0.06 fm, the magnitudes of the various terms are

h⇠
2
i = 0.210 ± 0.013, (43)

A

m 
= 0.009 ± 0.005, (44)

Ba
2 = �0.004 ± 0.013, (45)

Ca
2
m = �0.004 ± 0.013, (46)

Da
2
m

2
 = �0.027 ± 0.006, (47)

where the renormalization scale for h⇠
2
i is taken to be µ = 2 GeV and the error bars are purely statistical. Neither

the higher-twist nor the discretization e↵ects can be neglected at the precision considered in this work. The fit result
for h⇠

2
i is shown in Figure 11.

B. Estimation of Systematic Uncertainties for Time-Momentum Analysis

The analysis procedure described in the previous subsection contains several systematic errors. Excited state con-
tamination in the 3-point function was estimated in Sec. IV F to be a ⇠ 1% e↵ect (and contamination in the 2-point
function is much smaller). Finite-volume e↵ects are expected to scale as 1

m⇡L
e
�m⇡L < 10�3 and are negligible

compared to both statistical and other systematic errors.

This work uses an unphysically heavy pion mass of m⇡ ⇠ 550 MeV. Previous studies [49] have indicated that h⇠
2
i at

such a pion mass di↵ers from its physical value by about 5%. Therefore, this is taken as a systematic e↵ect arising
from the unphysical pion mass.

Other systematic errors can be estimated by studying the e↵ects of changing input parameters or varying the analysis
procedure.

• The global fit described in Eq. (42) restricted the heavy quark masses to those satisfying am < 1.05. To test
whether this cut is su�cient to exclude lattice artifacts of O(a3) or higher, one could choose a more conservative
cut, using only data satisfying am < 0.7. Refitting with this more limited data set results in a fit value of
h⇠

2
i = 0.226 ± 0.043. Although these two results are compatible within one standard deviation, the di↵erence

between the central values (0.016) is taken as the estimate of the systematic uncertainty from the continuum
extrapolation.


