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Nonthermal Universe
Cosmic Rays ACRs

[Stone et al., 2008]

[Lin et al., 2003]

Solar Flares

[Nagano & Watson, 2000]

Shock wave acceleration is believed to be a primary acceleration 
mechanisms, but magnetic reconnection plays an important role as well.

from Hoshino



Thermal process
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Diffusive shock acceleration
• Fermi acceleration (1949)

- cosmic ray acceleration by moving 
magnetic fields

• Diffusive shock acceleration (DSA), Axford et 
al. (1977), Bell (1978), Blandford & Ostriker 
(1978)

- Fermi acceleration at collisionless shocks

- Always acceleration due to U1>U2 for one 
cycle flight

- High acceleration efficiency ~(U1-U2)/c

- naturally and universally explains cosmic 
ray spectra,  
f (γ) ∝ γ-2
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Spectral  index of accelerated particles

(1) Ms! ",   #g = 5/3,   =>   r = 4,       p = 2.0 

(2) Ms = 10, #g = 5/3,   =>   r = 3.88,  p = 2.04 

(3) Ms = 4,   #g = 5/3,   =>   r = 3.37,  p = 2.27 

(4) Ms! ",   #g = 4/3,   =>   r = 7,       p = 1.5

where “r”  is the shock compression ratio.

Bell(‘77), Blandford & Ostriker (‘77) : 

In the test-particle case (accelerated particles does not affect

the background plasma),  the energy distribution of particles

is given by



Extragalactic cosmic rays
• Possible sources: Relativistic collisionless shocks

- Active galactic nucleus (AGN) jets (γ ~ 10)

- Gamma-ray bursts (γ > 100-1000)

- Pulser wind (γ ~ 106-7)

• A possible mechanism

- wakefield acceleration  
Chen+ 2002 PRL  
Lyubarsky 2006 ApJ 
Hoshino 2008 ApJ 
Kuramitsu+ 2008 ApJL  
… 
Iwamoto+ …

Family of Relativistic ShockFamily of Relativistic Shock
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Wakefield Acceleration By Radiation Pressure In 
Relativistic Shock Waves

1. Shock formation

2. Excitation of electromagnetic (light) waves 

3. Electrostatic field (wakefield) excitation by 
the light

4. Acceleration of particles by the wakefield

Electromagnetic Waves (Bz),

(precursor wave ! laser beam)

Electrostatic Waves (Ex),

(wakefield)

ION

ELECTRON

Pulse like structuresHoshino 2008 ApJ, 1D PIC, shock downstream system

DownstreamUpstream

Two governing parameters
a0: normalized wave amplitud
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!p/!L: frequency ratio between plasma and light



Nonthermal electron acceleration  
by turbulent wakefield 

• Assuming large amplitude light waves 
propagating in a plasma,

• Independent of light amplitude ~ a

• Independent of plasma density ~ ωp/ωL 

• Independent of pulse shape

• Universal production of power law spectra 
with an index of ~ -2

• Cyclotron and synchrotron emission free.

Recent progress of laboratory astrophysics with intense lasers 27

Figure 39. Wakefield acceleration due to an intense laser pulse with large spatial scale in a plasma: (a)–(c) the laser electric field, (d)–(f) the electron
number density, and (g)–(i) the wakefield are shown in two-dimensional space; (j)–(l) the electron momenta in the direction parallel to the laser propagation
(x) px are shown in terms of x; (m)–(o) the energy distribution functions of electrons are plotted in both logarithmic scales. The time passes from left to right
panels[120].

as part of the light precursor waves in the astrophysical
shocks.

As mentioned in the introduction, a power law with an
index of –2 is significant in astrophysics, because the index
of cosmic-ray spectra is considered to be –2 and the DSA
explains this well independently of plasma and shock param-
eters as long as the shock is strong. The universality of the
wakefield acceleration has been investigated analytically and
numerically in various conditions[120,129–131,135]. Figure 40
shows the energy distribution functions of electrons by
changing the two governing parameters in astrophysical
conditions as well as the pulse shape, which is also a
governing parameter in the laboratory wakefield accelera-
tion[120]. The self-modulation and filamentation can make
the wakefield turbulent, and in such a field the electrons are
nonthermally accelerated, resulting in a power-law energy

spectra with an index of approximately −2 independent of
the laser and the plasma conditions as long as the laser
intensity is relativistic[120,129], which are the cases of the
light waves excited in the astrophysical shock environments.
The power-law spectrum with an index of –2 owing to
the turbulent wakefield is also universal. Furthermore, as
discussed in the introduction there is no energy loss by
synchrotron emissions because the wakefield acceleration is
longitudinal[116]. Importantly, this model can be proved by
laboratory experiments; only the current and the future laser
facilities can provide such strong light sources. Laboratory
astrophysics provides an alternative, experimental approach
to study high-energy phenomena in the universe.

Ever since the discovery of cosmic rays, a number of
scientists in space physics, astrophysics and plasma physics
have intensively and extensively investigated the origins of
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Kuramitsu + 2008 ApJL, 2D PIC, shock upstream system
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Figure 39. Wakefield acceleration due to an intense laser pulse with large spatial scale in a plasma: (a)–(c) the laser electric field, (d)–(f) the electron
number density, and (g)–(i) the wakefield are shown in two-dimensional space; (j)–(l) the electron momenta in the direction parallel to the laser propagation
(x) px are shown in terms of x; (m)–(o) the energy distribution functions of electrons are plotted in both logarithmic scales. The time passes from left to right
panels[120].

as part of the light precursor waves in the astrophysical
shocks.

As mentioned in the introduction, a power law with an
index of –2 is significant in astrophysics, because the index
of cosmic-ray spectra is considered to be –2 and the DSA
explains this well independently of plasma and shock param-
eters as long as the shock is strong. The universality of the
wakefield acceleration has been investigated analytically and
numerically in various conditions[120,129–131,135]. Figure 40
shows the energy distribution functions of electrons by
changing the two governing parameters in astrophysical
conditions as well as the pulse shape, which is also a
governing parameter in the laboratory wakefield accelera-
tion[120]. The self-modulation and filamentation can make
the wakefield turbulent, and in such a field the electrons are
nonthermally accelerated, resulting in a power-law energy

spectra with an index of approximately −2 independent of
the laser and the plasma conditions as long as the laser
intensity is relativistic[120,129], which are the cases of the
light waves excited in the astrophysical shock environments.
The power-law spectrum with an index of –2 owing to
the turbulent wakefield is also universal. Furthermore, as
discussed in the introduction there is no energy loss by
synchrotron emissions because the wakefield acceleration is
longitudinal[116]. Importantly, this model can be proved by
laboratory experiments; only the current and the future laser
facilities can provide such strong light sources. Laboratory
astrophysics provides an alternative, experimental approach
to study high-energy phenomena in the universe.

Ever since the discovery of cosmic rays, a number of
scientists in space physics, astrophysics and plasma physics
have intensively and extensively investigated the origins of
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It is impossible to observe this in the universe. 



Model experiments of cosmic ray acceleration  
in laboratories (1)

• Astrophysical situation to be modeled is

1. a large amplitude light pulse (a > 1)

➡Gekko PW  
(100 J, 700 fs, a0 ~ 1.9) 

2. propagating in a plasma.

➡Hollow cylinder implosion with Gekko XII 

• Distribution functions of accelerated electrons 
are measured with electron spectrometer 
(ESM).

• Power law spectra independent of plasma 
density.

Pump beam

Implosion beams

Hollow cylinder

Electron spectrometer
Collimator Imaging plate

(Positively charged particle side)

Imaging plate (Electron side)

High density plasma

Low density plasma

Implosion beams(b)

Hollow cylinder

(a)

Kuramitsu + 2011 PoP, PRE

Gekko PW



Relativistic ion acceleration

• Graphene ion acceleration as the first stage

• Wakefield acceleration in the form target as  
the second stage

• Relativistic ion detectors

• Wakefield imaging with nonlinear Thomson 
scattering

• Machine learning on the detector

2

a hybrid target composed of SD and NCD foils in tan-
dem was proposed by Yu et al. [33]. In the first stage
of this scheme, a relativistic proton beam is generated
by RPA to produce an intense laser interaction with the
solid foil. In the second stage, this relativistic proton
beam is further accelerated by the LWFA driven by the
same laser pulse. Liu et al. [34] using a density-tailored
(density decreasing) NCD background plasma as a target
in combination with the SD foil for this hybrid scheme.
By gradually decreasing the plasma density, there is a si-
multaneous increase in the phase velocity of the plasma
wave, thus increases the dephasing length. The protons
of the foil only need to be accelerated to sub-relativistic
speeds in the first RPA stage. However, even in this
hybrid scheme, the injection of protons can be realized
only by ultrahigh-intense laser pulses at the peak power
of 10 PW and the peak intensity of I0 ∼ 6.85 × 1021

Wcm−2 (which corresponds to the normalized intensity
of a0 = 50). Although the phase velocity of the excited
wake field is effectively limited in a classically overdense
but relativistically transparent region in the beginning of
this process, a mean proton energy of εp ∼ 100 MeV (the
corresponding speed of proton vp ∼ 0.43c, where c is the
speed of light) is required for efficient injection [34].

There are two optional ranges of parameters for pro-
tons to be trapped by the plasma wave [21]. The first
one corresponds to low laser group velocities, when the
laser intensity is near the margin for the excitation of
RIT a0 ≥ 2n/nc, where a0, n, and nc are the normal-
ized laser field amplitude, plasma density, and critical
density, respectively. In this case, the plasma wave is
so slow that the resonant condition of vlaser ∼ vproton
(where vlaser and vproton indicates the speed of the laser
and the proton, respectively) is easily fulfilled. The other
one corresponds to intense laser pulses, which can induce
a plasma wave for trapping and acceleration of the ions.
In previous studies, the LWFA of protons corresponds to
the latter case, therefore a PW class laser is required.

However, for practical medical applications, a more
compact ion source is necessary. In this study, we pro-
pose a new hybrid acceleration scheme using dual-laser
pulses and a hybrid target composed of SD and NCD foils
(which are easily fabricated). Each pulse has a power
of only tens of TW and a duration of tens of fs. The
2D particle-in-cell (PIC) simulation results show that we
can obtain a proton energy exceeding 100 MeV using the
hybrid RPA-LWFA acceleration scheme. The energetic
protons, which are accelerated by the first laser pulse in
the first RPA stage, are injected into the NCD plasma.
To maximize the proton energy in the first RPA stage,
a vacuum gap is introduced between the SD and NCD
foils. In the second stage, protons are trapped in front
of the second laser pulse and accelerated by the laser-
induced wake field. Sheath acceleration, which depends
on the laser intensity and the NCD foil thickness, is also
important at the end of second stage. To demonstrate
the acceleration scheme, we investigate these cases using
two identical laser pulses in the paper.

FIG. 1. (a) Initial setup with two identical laser pulses and
(b) hybrid target composed of a solid foil (CH) and an NCD
foil (CNF).

The EPOCH code is adopted for simulating the laser-
plasma interactions [26]. Figure 1 shows the initial setup
used to obtain the two identical laser pulses and the hy-
brid target composed of SD (polymer) and NCD foils,
with a vacuum gap in between. A carbon nanotube
(C6+) foam (CNF) target with an electron density of
nncd = 1.0− 4.0nc [27–29] is used for the NCD foil. The
parameters for the first and second Gaussian circularly
polarized (CP) pulses are also shown in Fig. 1. The SD
foil is initially composed of uniform mixture of C6+ and
H+ ions with the same density, neutralized by electron
density of nsd = 200nc. The initial temperature is ∼10
keV. The optimum SD foil thickness (dsd) is determined
by the formula a0/

√
2 = πσ, where σ = nsddsd/ncλ is

the normalized area density for foils thicker than the
plasma skin depth [32]. In our case, since the plasma
skin depth (dskin) is close to the optimum thickness (dopt)
i.e., dskin ∼ dopt ∼ 12 nm, the actual optimum thickness
(dsd=20 nm in our model) obtained in the 2D PIC sim-
ulation is slightly thicker than the estimated value. The
simulation domain (Lx, Ly) = (120 µm, 20 µm) is subdi-
vided into (Nx, Ny) = (60000, 2000) cells with a spatial
grid size of (Dx, Dy) = (2 nm, 10 nm). The SD and the
NCD foils are occupied by 300 and 10 macroparticles per
cell, respectively.
During propagation of the laser pulse in the NCD foil,

electrons are swept out by the ponderomotive force with
C6+ ions mostly remaining near their original positions.
In the first RPA stage, most accelerated protons lag be-
hind the front of the first laser pulse. Without the vac-
uum gap (∆l = 0) between the SD and NCD foils, C6+

ions in the NCD foil decelerate the protons in the first
RPA stage. Moreover, the timing for injection of the sec-
ond laser pulse is also critical to this acceleration mecha-
nism. Incoming of the second pulse should be later than
the injection of the energetic protons into the charge-
neutral NCD foil. Here, the delay time between two laser
pulses ∆t = 180 fs is fixed for optimizing the gap length
∆l (note that one can adjust ∆l by changing ∆t). In

Isayama, Kuramitsu + 2021 PoP
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the second LWFA stage, the second pulse and injected
protons should arrive the NCD foil simultaneously and
both should have almost the same speed for efficient ac-
celeration. The speed of the laser pulse can be adjusted
by changing the NCD foil density [31]. Therefore, the
optimum thickness and density of the NC foil can be de-
termined.

FIG. 2. Comparison of the two-stage RPA-LWFA hybrid ac-
celeration with the RPA or the LWFA for (a) the maximum
proton energy (EH+,max) and (b) the proton energy spectrum.
Two-laser pulses are used for the hybrid acceleration scheme,
but a single-laser pulse with the same energy as the two-pulses
is used for the later two schemes. The following parameters
are used for hybrid acceleration: nncd = 3nc, dncd = 10 µm,
dsd=20 nm and ∆l = 10 µm, for the RPA; I0 ∼ 2.6 × 1020

Wcm−2 and dsd = 28 nm, and the LWFA; I0 ∼ 2.6 × 1020

Wcm−2, nncd = 4nc, dncd = 20 µm, and nc6+ : nH+ = 9 : 1.
Parameters for the RPA and the LWFA are optimized.

Figure 2 shows the maximum proton energy EH+,max

and the proton energy spectrum for two-stage RPA-
LWFA hybrid acceleration, and the RPA or the LWFA
with a single laser pulse. Parameters are optimized for
each case. In Fig. 2 (a), the two-stage acceleration of
protons is clearly shown, where protons are accelerated
to EH,max ∼ 28 MeV by the first RPA between t = 0.15
ps and 0.35 ps, and the LWFA starts from t ∼ 0.35 ps.
The final EH+,max is about three times higher than the
cases of RPA and LWFA. However, as shown in Fig. 2
(b), the energy spectrum is not mono-energetic.

Figure 3 shows the spatial profiles of (a) Ey, (b) Ex,
(c) ne/nc, (d) nC6+/nc, (e) nH+/nc and (f) axis profile of
Ex and EH+ for the case of nncd = 3nc at t = 0.4 µs (in
the LWFA stage). These figures show a strong positive
Ex [Fig. 3 (b) and (f)] in front of the second laser pulse
[Fig. 3 (a)] , which is generated by the charge separation
between the electrons [Fig. 3 (c)] and the carbon ions
[Fig. 3 (d)] , and the carbon ions provide a repulsive
force on the protons. This strong Ex field accelerates the
injected protons in the NCD plasma [Figs. 3 (e) and (f)].
As can be seen in Fig. 3 (a), the second pulse is more
focused (i.e., the waist size becomes smaller) due to the
deformation of the SD foil [Fig. 3 (c)]; the Ex field also
has a small waist (∼ 2.0 µm) [Fig. 3 (b)] can not acceler-
ate all the injected protons continuously. Therefore, the
energy spectrum becomes broad.

Figure 4 shows the time history data of (a) Ey (the

FIG. 3. Spatial profiles of (a) Ey, (b) Ex, (c) ne/nc (electron
density), (d) nC6+/nc (carbon density), (e) nH+/nc (proton
density) and (f) Ex (black line) and EH+ (mean proton energy
on the grid) (blue dots) profile on axis at t = 0.4 µs, using
the same parameters as in Fig. 2.

second laser pulse), (b) Ex, (c) Ee and (d) EH+ profiles
on axis at t = 0.4 ps, and axis profiles of (e) Ex and
EH+ at t = 0.46 µs. As can be seen in Figs. 4 (a), (b)
and (d), protons are trapped in front of the second laser
pulse and accelerated by the LWFA at 0.4 < t < 0.46
ps. In Fig. 4 (a), the speed of the laser is ∼ 0.32c m/s
in the NCD foil. Here, the speed of the laser pulse is
theoretically estimated to be ∼ 0.38c m/s, which is con-
sistent with simulation results. The laser speed is esti-
mated using nncd = 3nc and a0 = 20 in the relativistic
transparency (RT) regime [31] including the self-focusing
effect (the electric field amplitude is enhanced by a fac-
tor of two in our simulation) [30]. Protons with energy
of EH ∼ 28 MeV (vproton ∼ 0.24c) are injected into the
NCD foil, which satisfies the theoretically estimated trap-
ping condition of vthreshold ∼ 0.12c [21]. As a result, the
injected protons are trapped and further accelerated by
the second laser pulse. During the final acceleration stage
(0.46 < t < 0.5 ps), the sheath electric field behind the
NCD foil accelerates the protons. As shown in Fig. 4 (a),
since the second laser pulse is depleted during the inter-
action with the NCD foil, the LWFA no longer works over
the distance of x > dncd = 10 µm, thus, as can be seen
in Figs. 4 (e), sheath acceleration becomes important at
the end of the second LWFA stage (t > 0.45 µs). This
sheath field is generated by the hot electrons ejected from
the SD and the NCD foils [Fig. 4 (c)].

Figure 5 shows the dependence of EH+,max on the (a)

Controlled injection of energetic protons into 
the wakes 

100 TW laser



Frontiers
• Relativistic laboratory 

astrophysics

- Energy Frontier

- Relativistic ion acceleration

- Relativistic ion detector

• Data science and Informatics

• Laser nuclear physics

• Extreme light field and plasmas

- Induced Compton scattering 
from high brightness 
temperature radiation  
(13-5 Shuta Tanaka)

- Tomson scattering of intense 
light from nonlinear plasmas 
(11-9 Kentaro Sakai)



Energy frontier in laser-driven ion 
acceleration with large-area suspended 

graphene with the aid of machine learning



Practical problems on ion acceleration 
experiment at relatively small laser facility

• radioactive contamination

• limited space and floor strength 

• limited man power …

Need to suppress
radiation from 

laser-matter interactions

These are also the case for medical applications



Large-area suspended graphene (LSG)
We have developed a large-area suspended 
graphene (LSG), 

• Thinnest

• Lightest

• Strongest

• Transparent 

• Thickness control at 1 nm by transferring layer by 
layer

• Extremely high thermal and electrical conductivity 
within the layer

• Reasonable

Large-area suspended graphene 3

Figure 2. (a) The SEM images of SLG and (b) the SEM images of 4-L
graphene film suspended on 500 µm hole.

Raman forbidden D (1350 cm�1) and D’ (1620 cm�1) bands120

as the defect provides the missing momentum to satisfy121

momentum conservation in the Raman scattering process.122

Namely, the D (D)́ band represents processes activated by a123

defect-assisted single-phonon intervalley (intravalley) scat-124

tering processes. A 532 nm excitation laser (2.41 eV) is125

implemented in an optical microscope so that the spatial126

resolution of the measurement is about 1 µm.127

3. Results128

To detect impurities, ruptures, folds, voids and discontinu-129

ities of synthesized or transferred graphene on the substrate,130

we performed the scanning electron microscope (SEM)131

image on the suspended graphene. The SEM image of132

500 µm single-layered suspended graphene (SLG) is shown133

in Figure 2(a). This image indicates uniform film without134

contamination. Figure 2(b) shows an SEM image of 500 µm135

4-layered (4-L) suspended graphene. The edge of a ruptured136

sheet was selected to show both graphene and the silicon137

surface. A magnified view at the edge shows continuous138

wrinkles across the suspended and supported area, indicating139

the suspended graphene film is relatively flat across the140

hole boundary. The atomic force microscopy (AFM) in141

the non-contact mode has been employed to characterize142

the topography of the graphene samples. Figure 3(a) and143

(b) demonstrate the AFM height profiles. The horizontal144

and vertical axes show the distance (µm) and height (nm),145

respectively. The AFM images at the edge of a single-146

layered suspended graphene is shown to demonstrate the147

height difference between the graphene surface and the148

substrate. The white line marks the cross-section across the149

graphene and silicon substrate with a height difference of150

around 1 nm, suggesting a single-layered graphene film as151

shown in Figure 3(a), while the cross-section across the152

4-layered graphene is about 4 nm as shown in Figure 3(b).153

Figure 3. The AFM image and cross-section profile at the edge of (a)
SLG and (b) 4-L suspended graphene film, respectively. (c) Raman spectra
acquired along a line in a four-layered graphene suspended across a 250
micron hole.

To determine the quality of the SLG and 4-L suspended 154

graphene obtained, we performed Raman measurement on 155

the suspended graphene [Figure 3(c)]. Both SLG and 4-L 156

suspended graphene films exhibit low defect density (low 157

D band), implying high crystallinity of graphene film. Fig- 158

ure 3(c) shows an example of Raman spectra acquired along 159

a line on a four-layered graphene suspended across a 250 160

micron hole. The D band is relatively low compared to the 161

G band, indicating low defect density. The 2D/G ratio is 162

lower than 1, indicating multiple layered graphene. Overall 163

the similar intensities in the G and 2D show good uniformity 164

of the suspended graphene in a large area. 165

The above data shows large area, controllable and rela- 166

tively clean suspended graphene samples can be routinely 167

prepared. This atomic thin graphene film with high purity 168

and quality is expected to produce a controllable proton 169

beam. 170

4. Discussions and summary 171

We have produced a large-area (500 µm) suspended graphene 172

as a target of energetic ion beam produced with an intense 173

laser pulse, such as the NCU 100 TW laser facility. Based on 174

SEM, AFM and Raman spectroscopy characterization, the 175

surface flatness, thickness, i.e., the number of layers, and the 176

quality of graphene have been confirmed. 177

We have produced suspended graphene on the substrate 178

with many holes with different diameters. By using a 2- 179

axis motorized stage in the vacuum chamber and the target 180

monitors, we can shoot many graphene targets without 181

Khasanah +Kuramitsu HPL 2017

Large-area suspended graphene 3

Figure 2. (a) The SEM images of SLG and (b) The SEM images of 4-L
graphene film suspended on 500 µm hole.

cm−1) and D’ ( 1620 cm−1) bands as the defect provides
the missing momentum to satisfy momentum conservation
in the Raman scattering process. Namely, the D (D)́ band
represents processes activated by a defect assisted single-
phonon intervalley (intravalley) scattering processes. A 532
nm excitation laser (2.41 eV) is implemented in an optical
microscope so that the spatial resolution of the measurement
is about 1 µm.

3. Results
To detect impurities, ruptures, folds, voids and discontinu-
ities of synthesized or transferred graphene on the substrate,
we performed the scanning electron microscope (SEM)
image on the suspended graphene. The SEM image of
500 µm single layered suspended graphene (SLG) is shown
in Fig. 2 (a). This image indicates uniform film without
contamination. Figure 2 (b) shows an SEM image of 500 µm
4-layered (4L) suspended graphene. The edge of a ruptured
sheet was selected to show both graphene and the silicon
surface. A magnified view at the edge shows continuous
wrinkles across the suspended and supported area, indicating
the suspended graphene film is relatively flat across the
hole boundary. The atomic force microscopy (AFM) in
the non-contact mode has been employed to characterize
the topography of the graphene samples. Figures 3 (a) and
(b) demonstrate the AFM height profiles. The horizontal
and vertical axes show the distance (µm) and height (nm),
respectively. The AFM images at the edge of a single layered
suspended graphene is shown to demonstrate the height
difference between the graphene surface and the substrate.
The white line marks the cross section across the graphene
and silicon substrate with a height difference of around 1 nm,
suggesting a single-layered graphene film as shown in Fig.
3 (a), while the cross section across the 4-layered graphene
is about 4 nm as shown in Fig. 3 (b). To determine the
quality of the SLG and 4-L suspended graphene obtained, we
performed Raman measurement on the suspended graphene

Figure 3. The AFM image and cross section profile at the edge of (a)
SLG and (b) 4-L suspended graphene film, respectively. (c) Raman spectra
acquired along a line in a four layered graphene suspended across a 250
micron hole.

[Fig. 3 (c)]. Both SLG and 4-L suspended graphene films
exhibit low defect density (low D band), implying high
crystalline of graphene film. Figure 3 (c) shows an example
of Raman spectra acquired along a line on a four layered
graphene suspended across a 250 micron hole. The D band is
relatively low compared to the G band, indicating low defect
density. The 2D/G ratio is lower than 1, indicating multiple
layered graphene. Overall the similar intensities in the G and
2D show good uniformity of the suspended graphene in large
area.

The above data shows large area, controllable and rela-
tively clean suspended graphene samples can be routinely
prepared. This atomic thin graphene film with high purity
and quality is expected to produce a controllable proton
beam.

4. Discussions and summary

We have produced a large-area (500 µm) suspended
graphene as a target of energetic ion beam produced with
an intense laser pulse, such as the NCU 100 TW laser
facility. Based on SEM, AFM, and Raman spectroscopy
characterization, the surface flatness, thickness , i.e., the
number of layers, and the quality of graphene have been
confirmed.

We have produced suspended graphene on the substrate
with many holes with different diameters. By using a 2-
axis motorized stage in the vacuum chamberand the target
monitors, we can shoot many graphene targets without
opening the chamber. This is a still slow process since we
have to make sure the target position at each shot. Although



J-KAREN experiments
• 800 nm, 30 fs, 10J, 0.1 Hz, F/1.35, 5e21 W/cm2

• Without plasma mirror

• Oblique incidence (10 and 45 degrees)

• Targets

- 2, 4, and 8 layer LSGs

Kuramitsu+ Sci. Rep. 2022 



Best focus relativistic laser intensities 

• Thomson parabola spectrometer with 8-
layer LSGs

(a) 1.06 e21 Wcm-2  
(b) 2.86 e21 Wcm-2  
(c) 4.83 e21 Wcm-2

• ~15 MeV protons and ~ 60 MeV carbons

• Without plasma mirror

4

FIG. 3. High contrast best focus shots: energy de-
pendence. Same as Fig. 2 except for 8-layer LSG with best
focus: (a) 4.24 J, I = 1.06× 1021 Wcm−2, a0 = 22.5, (b) 11.4
J, 2.86 ×1021 Wcm−2, a0 = 36.8, and (c) 19.3 J, 4.83 ×1021

Wcm−2, a0 = 47.9.

defocus case.

Figure 4 (a)–(c) shows the TPS images from three suc-
cessive nominally identical shots with 8-layer LSG at the
best focus with laser energy ∼ 20 J. Note that Fig. 4 (a) is
the same shot as in Fig. 3 (c). Although Fig. 4 (c) shows
slightly lower energy, all the shots show similar signals.
Figures 4 (d) and (e) show the etched pits of protons and
mostly carbons, respectively. The details on the stack de-
tector are found in Supplementary information and the
proton and carbon stopping energies are listed in Supple-
mentary Table I and II, respectively. The stack detector
accumulates all the 8-layer LSG shots including Figs. 3
and 4. As shown in Fig. 3 the higher laser energy results
in the higher ion energies, and from the proton energy
distribution functions in Fig. 3 (d), the highest energy
proton pits observed in the stack detector (12.2 ∼ 13.2
MeV) in Fig. 4 (e) come from the highest intensity shots
of Figs. 4 (a)–(c). The proton energy observed with stack
detector is slightly lower than that of TPS. This is due
to the detecting angle of each detector. We will discuss
this with PIC simulation later.

Although the energy resolution of carbon with the
stack detector is large at law carbon energy (14 ∼ 94
MeV), the carbon energies measured with the TPS in

FIG. 4. High contrast best focus shots: reproducibil-
ity. Three successive nominally identical shots with 8-layer
LSG: (a) the same shot as in Fig. 3 (c), 19.3 J, 4.83 ×1021

Wcm−2, a0 = 47.9, (b) 18.2 J, 4.55 ×1021 Wcm−2, a0 = 46.6,
and (c) 19.2 J, 4.81 × 1021 Wcm−2, a0 = 47.8. The ion pits
on CR-39 in stack detector: (d) the carbon pits on the first
CR-39 covered with a 12 µm aluminum foil with the energy
range between 14 and 94 MeV, and (e) the proton pits on the
second CR-39 with the aluminum foil and two RCFs, corre-
sponding to the energy of 12.2 ∼ 13.2 MeV.

Fig. 3 (e), where the maximum carbon energy ∼ 60
MeV, is consistent with the stack result. From Fig. 3 (f),
the carbon pits in Fig. 4 (e) come not only from the
higher intensity shots in Figs. 4 (a)–(c), but also from
the middle intensity shot in Fig. 3 (b). Although It
is not trivial to count the number of carbon pits in
Fig. 4 (e) since there are many ions and the pits over-
lap each other, the number of carbon pits in 10 µm
square region is typically ∼ 10. From this we can es-
timate how many carbons from the LSG accelerated as
follows. The solid angle of the 10 µm square region of
the stack detector located 157 cm away from the laser
focal spot is ∼ (10−3)2/1572 = 4.06×10−11 sr, and thus,
10/(4.06 × 10−11) = 2.46 × 1011 atoms/sr. As shown in
Fig. 1, the TPS and the stack detector are located with
an angle of 45 degrees. The ions are accelerated over the
angle at least 45 degrees, and the solid angle for the cone
with 45/2 degrees is 0.478 sr. The number of carbon ions
within the cone is 2.46× 1011 × 0.478 = 1.77× 1011. The
areal carbon density of graphene is σ = 3.82×1015 cm−2,
and assuming the accelerated graphene area of πr2, for 4
shots of 8-layer LSG, 32× πr2 × σ = 1.77× 1011. There-
fore, r = 6.79 µm in order to account for the number
of observed carbon pits. In reality there are also oxygen
ions, which tend to reduce the radius, and some of the

Kuramitsu+ Sci. Rep. 2022 

Irradiating the thinnest target by the highest intenstiy laser without plasma 
mirror to demonstrate robustness of LSG ➡ Not optimized yet!



1. LSG optimization to J-KAREN laser
2. J-KAREN optimization to LSG
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~ 50 nm

~ 200 nm

8 layer LSG
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To resolve ion energy using CR-39
CR-39 stack

• To obtain ion spectra with CR-39 stack, it is required to find etch pits in large 
amounts of microscope images.

• ~10 CR-39 in 1 stack, ~10,000 microscope images in 1 CR-39 sheet
• Millions of images should be analyzed in 1 experiment series.

Ion injection

CR-39 Moderator

Filter
Carbon 1 GeV
Proton 50 MeV Proton 75 MeV Proton 100 MeV

Carbon 1.6 GeV Carbon 2.2 GeV

…

Minami + submitted



Automation of ion pit analyses with machine 
learning (ML)

(b) Smoothing(blurring)

(a) Load an image

(c) Binarization

(d) Outline extraction

(e) Classify etch pits and noise

Machine learning 

Combine the machine learning 
data with the program up to 

outline extraction.

(I) (b)

(d)(c)

(e)

(a)

FIG. 5. The flowchart shows the procedure for etch pit detection using machine learning.The images at the

time of each process are included.

pits, while recall represents the percentage of etch pits that were correctly detected out of all the

etch pits present in the image.

From the data obtained from the kapton laser ion acceleration experiment, 604 etch-pit images

and 582 noise images were used to train the ExtraTreesClassifier. The precision and recall for 10

randomly selected images were calculated as follows:

Precision: 95% (Percentage of detected areas that are etch pits)

Recall: 76% (Percentage of etch pits detected out of all etch pits)

These results indicate that the ExtraTreesClassifier was able to accurately identify etch pits in

the kapton images with a high precision rate of 95%.

8

Automation of pit analyses

Taguchi + submitted



CNN (VGG16)ML (ExtraTreesClassifier)

• LFEX data
• Training data from HIMAC
• All the ion pits are detected. 

• LFEX data
• Training data from LFEX
• Cropping margin: 5 pixels
• Precision: 95%
• Recall: 83% 

• HIMAC data
• Training data from HIMAC
• More than 5000 microscope 

images
• About 105 pit detection 
• Precision: 98%
• Recall: 98%

• LFEX data
• Training data from LFEX
• More than 17000 

microscope images
• About 105 pit detection 
• Cropping margin: 3 pixels
• Precision: 95%
• Recall: 76%

Kuramitsu + to be submitted



Summary 1
• We are exploring relativistic laboratory astrophysics aiming at 

relativistic ion acceleration relevant to cosmic rays. 

• We have developed large-area suspended graphene as targets for 
laser-driven ion acceleration. 

• We optimize the ion acceleration in two ways, LSG to laser and 
laser to LSG, and both successfully produce energetic protons and 
carbons.  

• 132 MeV protons are accelerated with long (1.5 ps) and lower 
intensity laser (~1019 Wcm-2)  and identified with machine-aided 
ion pit analyses.  
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